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ABSTRACT
M.Sc. Thesis
A METHOD FOR PREDICTING TITLE OF GIVEN TEXT
Mohamed Barre OMER

istanbul Commerce University
Graduate School of Applied and Natural Sciences
Department of Computer Engineering

Supervisor: Assoc. Prof. Dr. Mustafa Cem KASAPBASI

2021, 28 pages

Nowadays, tremendous text data resources are everywhere in the form of books,
news journals, websites, and many more. Exploring and gaining insight into text
data is very crucial. The titles give a summary of the article and history, getting a
coherent semantically, and syntactically title is quite a challenging task. In this
study, a deep learning system namely the LSTM (Long Short-Term Memory)
neural system is proposed for predicting the title of a given text (PTT) which is a
natural language generation system. Deep neural network architecture recently
gains popularity, which is easier than previous statistical models for generating
text. In this study publicly open news dataset is used from Kaggle called news
summary for headline generation. A 500 hundred news summary subset is
chosen out of 98403 records for efficiency and less processing power
requirements. Firstly, stop words are removed as preprocessing then
punctuations are corrected and text is transformed to lower case. Later Porter
Stemmer is used to obtaining stems of the words in the text. After tokenization, it
is divided into 16-word-length sequences. In order to feed numerical values to
LSTM word embedding is utilized. The proposed LSTM model generated high-
quality titles according to human evaluation based on results we get from Recall-
Oriented Understanding for Gisting Evaluation (ROUGE) as for ROUGE 1 Average_
Recall: 0,69886, Average Precision :0,69924, Average_F1:0,69905 as for ROUGE
2 Average_Recall:0,69874, Average Precision :0,69895, Average_F1:0,69884, as
for ROUGE L Average_Recall:0,69829, Average_Precision:0,69829
Average_F1:0,69829.

Keywords: Deep learning, LSTM, NLP, rouge, text generation.
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OZET
Yiiksek Lisans Tezi
VERILEN METNIN BASLIGINI TAHMIN ETMEK iCiN BiR YONTEM
Mohamed Barre OMER

istanbul Ticaret Universitesi
Fen Bilimleri Enstitiisii
Bilgisayar Miihendisligi Anabilim Dal

Danisman: Dog. Dr. Mustafa Cem KASAPBASI
2021, 28 pages

Guniimiizde, muazzam metin veri kaynaklar her yerde kitaplar, haber dergileri,
web siteleri ve ¢ok daha fazlasi seklindedir. Metin verilerini kesfetmek ve
bunlarla ilgili icgoérii kazanmak ¢ok 6nemlidir. Basliklar makalenin ve tarihin bir
Ozetini verir, anlamsal ve s6zdizimsel olarak tutarl bir baslik elde etmek oldukg¢a
zor bir istir. Bu ¢alismada, dogal bir dil iretme sistemi olan belirli bir metnin
(PTT) bashgini tahmin etmek icin LSTM (Long Short Term Memory) sinir sistemi
adli bir derin 6grenme sistemi Onerilmistir. Derin sinir ag1i mimarisi son
zamanlarda popiilerlik kazaniyor ve bu, metin olusturmak icin 6nceki istatistiksel
modellerden daha kolay. Bu calismada, Kaggle'in haber 6zeti ad1 verilen halka
acik haber veri kiimesi kullanilmistir. Verimlilik ve daha az islem giici
gereksinimleri icin 98403 kayit arasindan 500 ytiiz haber 6zeti alt kiimesi segilir.
Once durak sézciikleri 6n isleme olarak kaldirilir, ardindan noktalama isaretleri
diizeltilir ve metin kiigiik harfe donitstiiriilliir. Daha sonra Porter Stemmer,
metindeki kelimelerin koklerini elde etmek i¢in kullanilmistir. Tokenizasyondan
sonra, 16 kelimelik dizilere boliiniir. Sayisal degerleri LSTM'ye beslemek i¢in
kelime gdmme islemi kullanilir. Onerilen LSTM modeli, ROUGE i¢in Rough Recall
Oriented (ROUGE)'dan aldigimiz sonuglara géore ROUGE 1 Ortalama_ Recall:
0,69886, Ortalama_Presicion:0,99924, Ortalama_F1:0,69905 i¢in insan
degerlendirmesine gore yuksek kaliteli basliklar uretti. 2
Ortalama_Hatirlatma:0,69874, Ortalama_Hassas :0,69895, Ortalama_F1:0,69884,
ROUGE L Ortalama_Geri Cagirma:0,69829, Ortalama_Hassas:0,69829
Ortalama_F1:0,69829.

Anahtar Kelimeler: Deep learning, LSTM, NLP, rouge, text generation.
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1. INTRODUCTION

1.1. Motivation of the Study

As the quantity of unstructured text data increases, applications that
automatically summarize documents gain more popularity and become

important. It saves time and effort for finding useful information.

Russell, (2018) defined machine learning as practice of programming computers
to learn from data deep learning is subfield of machine learning see figure 2.1

Relationship between NLP and ML.

Machine learning is a subfield of artificial intelligence that gives computers the

ability to learn without explicitly being programmed (Sara, 2021)
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Figure 1.1 Biological neuron versus artificial neural network (Leung,2019)

Jain et al, (1996) A neuron (sometimes known as a nerve cell) is a type of
biological cell that processes data (see Figure 1). The axon and dendrites are two
types of out-reaching tree-like branches that make up the cell body, or soma. The
cell body has a nucleus that stores information about inherited features and
plasma that includes the molecular machinery for producing the material that the
neuron needs. A neuron's dendrites (receivers) receive signals (impulses) from
other neurons and transmits signals generated by its cell body via the axon
(transmitter), which eventually forks into strands and sub strands. Synapses are

located at the ends of these strands. A synapse is a basic structure.



If you look at Figure 1.1 neural network verses biological network neural
network model derived from biological model, Artificial neural network has input
layer, hidden layer and out put layer. For example x1, X2, x3...xn are number of
inputs n, wl,w2,w3..wn are the weights ,sigma is summation unit,the function is

threshold then out put.

1.2 Brief Introduction to Summarization

Summarization is the process of compressing a portion of the Text to a shorter
version that includes the main points of original documents(See et al., 2017)
Headlines generation is subfield of text summarization it produces a concise and

salient shorter document from large document.

1.3 Summarization Approaches

There are two approaches for text summarization: extractive and abstractive
extractive summary select most important sentences of document and joined it
is subset of original text; while in abstractive summary new sentences are

generated and paraphrased. (Allahyari et al., 2017)



2. LITERATURE REVIEW

Before giving scientific background studies comparatively about title
generations, some background information about Natural Language Processing

will be given.

2.1 NLP (Natural Language Processing) Applications

Natural Language Processing is subfield of Al (Artificial Intelligence). Some of the
applications of NLP are Information extraction, summarization, sentiment
analysis, text classification, topic segmentation, question answering, and speech

recognition.(Mehryar Mohri Afshin, 2018).

Machine
Learning

NLP
Deep

Learning

Figure2.1 Relationship between NLP and ML (Framton, 2018)

2.1.1 Information extraction

Information extraction is the process of obtaining meaningful information out of
given text in automated manner. ((Chopra et al.,, 2016)). In figure 1.3 Information
extraction architecture is given. According to this architecture first step is
sentence segmentation of raw text. In this step long sentences are segmented into

words
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Figure2.2: Information extraction architecture pipeline (NLTK, 2021)

2.1.2 Sentiment analysis

Sentiment analysis refers to analyzing an opinion or feelings about something
using data like text or images, regarding almost anything Sentiment analysis is
the process of deducting positive or negative sentiments. It’s used by businesses
to understand brand reputation; measure sentiments in social data as a result of
customers are understood better. For example, analyzing automatically
thousands of reviews about a product can help businesses to understand better

customers are happy about product or service.

2.1.3 Opinion summarization

Opinions, unlike factual data, are ultimately subjective. A single point of view
from a single person is generally insufficient to take action. In most cases, it is
necessary to study the viewpoints of a significant number of people. This suggests
that a summary of viewpoints is required. Although an opinion summary can take
numerous forms, such as a structured summary (see below) or a short text
summary, the key components of a summary should include perspectives on
various entities and their characteristics, as well as a quantitative perspective.
The quantitative perspective is very significant since 20% of people being happy
about a product is considerably different from 80% of people being positive

about a product. (Lin et al., 2016)



2.1.4 Speech recognition

Speech recognition is subfield of computer science and computational linguistics
that enables to develop methodologies to recognize and translation of spoken

language into text(Trilla, 2009)

2.1.5 Other application of NLP

There are more many applications in NLP one example of them is Question
answering which is speech to text applications which contribute many benefits

to students with special needs

2.2 Preparing Data

Data Preparation for Machine Learning You will be able to examine, clean, and
organize your data in ways that help your machine learning model perform better
First, the following steps discover why data cleaning and preparation are so
crucial, as well as how to deal with missing data, outliers, and other data-related

issues.

2.2.1 Data preprocessing

Data Preprocessing is an important procedure that is use to convert crude data
into more clean data in order to be suitable for further analysis. Some of Data

Preprocessing steps take in this work is:

a. Tokenization which is breaking down of sentence into words since it is
needed individual entities to workable.

b. Stop word removal Stop words these are common a word that doesn’t hold
much value in dataset also doesn’t contribute in analyzing process; such

common word was removed as well as punctuations.



c. Stemming is to reduce the word into the word stem back to their roots, in
order to avoid words with similar meaning to be considered as different,
played, playing was reduced to its root word play, by doing so it to have
easier way to analyze of data. However not all time is suitable to apply
stemming because it sometime does unnecessary stemming such it
reduces the ring to r which will not have any meaning, also lemmatization
was considered, it is important algorithmic process of grouping together

different infected of words in order to analyzed as single.

d. Converting to lower case; The upper-case word was converted to lower case

as part data preprocessing it help to get rid of unhelpful parts of the data.

Raw
Text

Noisy FP Text Word

entity ormalizationy ™ |standarazation
removel

v_J

Noisy
entity
removel

leaneqg
Text
Figure 2.3 Text cleaning architecture

2.2.2 Word embedding

Word embeddings are a set of models and approaches for converting words (or
phrases) into vector space and displaying them in a high-dimensional field. You
can use this information to determine the degree of similarity (or dissimilarity)
between two words (or phrases, or documents).(Hermawan, 2011; Google, 2021)

figure 2.4 below shows word embedding
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Figure 2.4 Word embeddings

Boehmke and Greenwell, (2019) most state of art NLP applications automatic text
summarizing parsing sentiment analysis are part of RNN (Recurrent neural

network).

Machine learning algorithms cannot deal with text direct it should be converted
into numerical value one method could be representing each word into one hot

vector. One hot vector can tell nothing about semantic of words.

However, neural networks do not produce any words. They calculate the
likelihood of each word appearing next in the sequence. The concept of one-hot
encoding of a word is used by neural networks. A vector of one-hot
representation is a vector of one-hot representation is a vector of one-hot
representation V dimensions, where V is the size of the input data's vocabulary.

Each index is unique.

Represents a word in the neural system and that index is constant. The
information provided One-hot vectors are used to represent input and output
words; however, there is a distinction to be made. Internal representation and

external representation only the word's index is included in the input vector.

All indices have a value of 0 except one, which has a value of 1. As a result, the

output vector is a prediction vector.



Each index reflects a different type of data. For example, model trained the
following sentence “I drink water “if model knows relationship between Words,
the word milk close to water and far from shoes. Then system decide that “I drink
shoes “is not a valid sentence another example look figure (2.4) countries and
capitals there is relationship between Ankara and Turkey this means similar

words cluster close to each other.

2.3 Brief Scientific Background Information About Text Generation

Summarization gained popularity in the field of research early 1950s. Luhn was
first automatic text summarization system. Luhn proposed heuristic method
which was counting the significant of words. for example, if sentence length is 10
words may be 4 significant words after removing stop words and steaming. Most

Frequency words are not significant (and is,am,are) (Lunh, 1958).

Edmanson(Corporation et al., 1964) proposed new statistical automatic
extraction of cue, key, title and location method. He emphasized that semantic

and syntactic feature of the text should take account.

The earliest classification model for the automated text summarizer was
introduced by Moens and Moens, (1986), using a corpus of technical papers
connected with summaries written by experienced authors. The method
classifies sentences with their description in text. Then get a model which predict

new data and generate abstract.

Naive Bayes classifier is supervised machine learning approach which used

labeled dataset and predict new data by using corpus (Naidu et al.,, 2018)

Lapata and Cheng (2016) A sentence extractive model has been developed that
uses a CNN word level to encrypt sentences and a sequence-to-sequence model

of sentence level to forecast, which phrases include in the summary.



Cheng et al,, (2020) proposed similar neural text summarization by using syntax
augment which is the Sentence embeddings integrate syntactic structure
information, and attention to syntactic units is paired with attention to sentences

to guide summary generation.

2.4 Attention Mechanism

Je suis étudiant <S>

A A A A

attention il
wvector

context "

vector
attenfion < o SN A
i 0.5) 03] (0. (0.1)
weights RO N - %

Je suis étudiant

-

Figure 2.4: Long short-term memory (LSTM) with attention model

The above diagram (figure 2.4) shows attention LSTM cell with attention layer.
Attention layer decides which part of the text should be memorized in order to

generate summary.(Rush et al., 2015)



3. METHODOLOGY

3.1 Model Diagram

Input layer Embedding layer |, Input test

k4

Hiddenlayer 1

I

Hiddenlayer 2

Hiddenlayer 1

Hiddenlayer 2

h

Soft max layer Output summary

Output layer|

Figure 3.1 Model diagram

Previous chapter we discussed state of art of text summarization, learned
converting words into vectors using word embedding, then first step being taken
to preprocess text then feed network and max layer calculate which words or

probability of words which include summary and final summary generated

3.2 Long Short Memory (LSTM)

In 1997, the Long Short-Term Memory (LSTM) cell was suggested, except that it
will do even better; training will converge more easily and detect long-term data
dependencies. Hochreiter and Urgen Schmidhuber (1997) the diagram below
show LSTM architecture, it has multiple gates: input, forget, new memory and

output gate.

10
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Figure3.1: Long short time memory (LSTM)

3.3 Algorithm Steps

Data set read

Preprocess data

Check if data cleaned if yes then go next step else back preprocess data
Add word embedding layer

Add special tokes like eos ukn

Encoder decoder with Lstm.

Sequence generation

Train model

© ® N o 1o W N

Summary generation

3.3.1 Data set reading

This step including reading dataset using panda frame work.

11



3.3.2 Preprocessing data

Chapter one discussed data preprocessing convert crude data into more clean
data in order to be suitable for further analysis, Natural language tool kit (NLTK)
used to tokenize sentence into words, Porter Stemmer is used to obtaining stems
of the words in the text. After tokenization, it is divided into 16-word-length

sequences. In order to feed numerical values to LSTM word embedding is utilized.

3.3.3 Check if data cleaned if yes then go next step else back preprocess
data

This step created function to verify where text preprocessed if not, we preprocess

and remove stop words.

3.4.4 Encoder decoder with LSTM.

The encoder reads the input sequence and generates a fixed-length vector.
Following that, the decoder utilizes this fixed-length vector as an input to the first
of its LSTM units, together with the output hidden and cell states. The decoder

generates a fixed-length vector that we will use to determine the target label.
3.3.5 Train model

The gates use sigmoid activation functions which are quite similar to tanh
hyperbolic activation. They squish the values between 0 and 1. 0 blocks
everything while 1 makes everything pass forward.

3.3.6 Summary generation

converting words into vectors using word embedding, then first step being taken

to preprocess text then feed network and max layer calculate which words or

probability of words which include summary and final summary generated.

12



3.3.7 Long short-term memory (LSTM)

LSTM units are made up of three gates; Input Gate, Forget gate and the Output
Gate. The gates decide which information is relevant to and has to pass further or
can be forgotten during training. The gates use sigmoid activation functions
which are quite similar to tanh hyperbolic activation. They squish the values
between 0 and 1. 0 blocks everything while 1 makes everything pass forward.
These gates also help in tackling the problem of vanishing or exploding gradients
through a gating mechanism, In a forget gate, the gate decides whether
information should be discarded or maintained, hence a sigmoid activation is
utilized, with an output closer to 0 indicating that it should be discarded and an
output closer to 1 indicating that it must be kept the same information is passed

through tanh function to adjust the network. Then the two outputs multiplied.

i® = G(W(i)x(t) + u(i)h(t—l)) (input gare) (3.1)
FO = g(WPDx® 4y NpE-D) (output gate) (3.2)
o® = O’(W(O)X(t) 4+ u(O)h(t‘l)) (Forget gate) (3.3)
t® = tahn(W©x® 4 y@pE-D) (new Memory Cell) (3:4)
i® = fOerE=D 1O ot®  (Final Memory cell) (3.5)
i@ =0® otanh(c® ) (3.6)

3.4 Sequence to Sequence

3.4.1. Language model

Probability model calculates probability of sentence to predict next words
P(A|B)=P(AB)/P(B)

Rewriting P (AL B)=P(A|B)P(B)

P(A,B,C,D) = P(A)P(B|A)P(C|A,B)P(D|A,B,C)

. The Chain Rule in General

P(x1,X2,X3,...,Xn) = P(x1)P(x2|x1)P(x3]x1,x2)...P(Xn|X1,...,Xn-1)

13
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Figure 3.3 Sequence to sequence model architecture

An encoder and a decoder are the two main components of the model. Recurrent
Neural Networks (RNNs) are used in both the encoder and decoder. In addition
to the hidden and cell states from the LSTM unit, the encoder reads the input
sequence and generates a fixed-length vector. Following that, the decoder utilizes
this fixed-length vector as an input to the first of its LSTM units, together with the
output hidden and cell states. The decoder generates a fixed-length vector that
we will use to determine the target label. We'll forecast one character at a time,
making it simple to compare sequences of various lengths from one observation

to the next.
3.5 Dataset and Training

Dataset obtained from Kaggle news summary public data set, which is comma

separated values data type which contain two columns [news, headline].

The dataset comprises articles with news headlines, it contains 98403 records
scraped the news articles from Hindu, Indian times and Guardian. Time period

ranges from February to august 2017. (Vonteru, 2019)
We use Tensor flow to build our model and train on google-colab (see Figure?7),

which is python notebook hosted in cloud run on web browser open-source

program used training natural language
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3.6 Using Google Colaboratory

Carneiro et al,, (2018) Google colaboratory refered to “google colab” is research
prototyping machine learning model massive computational power GPUs
(graphic process unite) and CPUs (central process unite). Google colaboratory is
cloud services-based working on browser, it gives you free 12GP RAM of tesla

K80 Accelerator which boos about 5-10x normal CPU (see figure 3.4)

TESLA K80 DELIVERS 5-10X BOOST IN KEY APPLICATION PERFORMANCE
[0 NVIDIA® Tesla® K80 NVIDIA Tesla K20 = CPU

n
2V O & & & > o 3 N 2 9 Q>
P S E TS TS S

CPU Server: Dual Socket E5-2698v3[@2.3GHz 3.6GHZ Turbo (Haswell EP) HT off, GPU Server Dual Socket
E5-2698v3[@2.3GHz 3.6GHZ Turbo (Haswell EP) HT off, Dual K20/K80 GPU Boost enabled

Figure 3.4 TESLA K80 vs CPU

3.7 Lunching Google Colab

The following steps shows working on google colab
1. Go to https://colab.research.google.com/ then loging your gmail account id to

accecss google colab

Figure3.5. Google colab home page
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2. Open python 3 note book

< C & hitpsy/fcolab.research.goegle.com/drive/1 utpvOMKmXCOvIS8pH 097i-To4 Y ToHlxM#scrollTo=VOFNES 2RSS aQa % 60 :

S ofpps @@ M Gmail @B VouTube 9 Haritalar | Lufian Turkeylufian... [ Bengio Reading list

( & Untitled53.ipynb

B comment an Share °
File Edit View Insert Runtime Tools Help All changes saved

+ Code + Text Connect = /' Editing A

SR=K-NN B
20
<
jmm ]

Figure 3.6 Python notebook

3.8 Benefits of Google Colaboratory
a. Zero configuration require

b. Free access Gpu

c. Easy sharing
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4. EVALUATION RESULTS AND DISCUSSIONS

4.1 Rouge

Recall-Oriented Understanding for Gisting Evaluation (ROUGE) (C. Y. Lin, 2004)is
metrics which evaluated automatic generated summary. It compares generated
titles or summary to reference summary generated by human. It counts overlaps

between summary and its reference.

Rouge 1: counts unigram overlap of word to reference
Rouge 2: counts bigram overlap of words to reference summary.
Rouge L: longest common subsequence longest counts co-occurrence to

reference summary Rouge calculated the following formula

_ __ YRERefsY.gn€RC(gn,S,R)
ROUGE — N(S|Re f's) = S REReS o3 gmeRC(guR) (4.1)

Rouge-n is n-gram recall between generated summary S and References (Refs).

Where gnis an n-gram,C(gn,S,R)is the number of times that gn co-occurs in S and
reference R, and C(gn,R)is the number of times gn occurs in reference (Zhong et
al, 2020) Other popular evaluation methods include Bilingual Evaluation
Understudy (BLUE) scoring method proposed by Kishore papini, et al (2002) his
approach works counting matching n-grams in the candidate sentence to

reference summary.
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Table 4.1: Average rouge scores

MODEL | Rouge Recall Average_ Average_F1:
type Precision

LSTM | Rouge 1 0,69924 :0,69924 0,69905
Rouge 2 0,69874 0,69895, :0,69884
Rouge L 0,69829 0,69829 :0,69829

Seq2 | Rougel 0.51821 0.5555 0.53623

seq

Rouge 2 0.19518 0.2125 0.20347
Rouge-L 0.5182 0.55555 0.5362

These results shows that LST model scores higher than sequence to sequence

model. And generated correctly most of trained examples.
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4.2 Results and Discussions

The diagram shows system generated outputs which we first feed text document

in neural network, we first preprocess the text

News

[

. Brazilian mother narrates football matches to

blind son from stands. " Silvia Gracen. a 56-
wear-old Brazilisn mother narratas her local
football team Palmeairas, matchas live to her
12-vear-old blind and antistic son Wickollas
from tha stands. ""I deseribe details: this
plaver is wearing short slesves . golour
of._football boots, hair golons.. EvervthingI
sezand feel, I tell him, even whenInsadto
cursa the referse!"" (regep said aftera

recent match."

Drubai International Airport has said that it
ratainad its position as the world's busiast
airport for intarnational travel for the fifth
consacutive vear in 201 8. Passanear traffic at
the airportrose to over 8.9 grope in 2018,
Indis ramsined the biggest sourcs of traffic,
accounting for mora than 1.2 grore
pPassEnEsrs.

Cristiano Eonaldg converted a penalty to
seala I-1 win for Jyventus against Lazio in
Eome on Sunday to pull 11 points clearin
the Jeriz A Bonaldo. whose penalty was
saved last wesk agsinst Chisyo, scored in his
sighth consecutive away match to bringhis
leagn= tally to 13 goals. Epnaldn is currently
the lzague’s second-highast gnalscorar.

. Ex-Dafancs Minister Georgs Famands:.

who passed away on Tussday, foreed Coca-
Cola to discontinue its Indian oparations in
1977 when he was tha Industriss Minister.
Femmandss asked Cocal m®b T T8 0C0la to
transfer 60%0 of ownership in Indian
operations and its formulato alocal
company. The US Company said it was
agrazabls to transferring a majority of the
shares but not the formula.

Human generated
Titles

Brazilian mother
narratas football
matchas to blind
som from stands

Duibai Airport
rankead world's
busiastint]airport
for Sth vaar

Bonsldq convarts
penalty to help

System predicted
title
Brarilian mothar

narratas football
matchas

Dubai Airport ranked
world's busiast int]
airport for 5th vear

Ronsldg comverts
penalty to help

Tuyentus beatLazio  juyenfus.

I-1

Ex Dafonss
Minister Fernandas
once forcad Coca-
Cola out ofIndia

Minister fzrnandag
forcad Coca-cola out
of India.

Figure 4.1: System predicted titles
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5. CONCLUSION AND IMPLICATIONS

This study emphasized neural network document summarization model, which
predict title of given text. We feed neural network encoder decoder to generate

text.

Decoder generates a word as input when generating the next word until it has

reached actual headline. All weights are sum and squished threshold.

As the availability of tremendous text date on online increase using automatic
summarizers saves time and effort to users. Getting salient and syntactic
headlines is quite challenge, although current researches solved many of them,

deep learning need more text of data to train and predict good result.
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APPENDIX

Import numpy as np
import pandas as pd
import tensorflow as tn
#1pip install rouge

#from rouge import Rouge
import string

import nltk

from google.colab import files
uploaded = files.upload()

%matplotlib inline

import matplotlib.pyplot as plt
plt.style.use('seaborn-whitegrid')
import numpy as np

from tensorflow.keras.preprocessing.text import Tokenizer

from tensorflow.keras.preprocessing.sequence import pad_sequences

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Embedding, LSTM, Dense, Dropout, Bidirec
tional

from tensorflow.keras.optimizers import Adam

import tensorflow.keras.utils as ku

Import numpy as np

df = pd.read_csv('News_Sumarry_More.csv', encoding="'iso-8859-1")
dfhead()

headlines taxt
0 upGrad learner switches to career in ML & Al w... Saurav Kant, an alumnus of upGrad and IITB's...
1 Delhi techie wins free food from Swiggy for on... Kunal Shah's credit card hill payment platform...

2  Mew Zealand end Rohit Sharmaded India's 12-ma...  MNew Zealand defeated India by 8 wickets in the...
3 Aegon life iTerm insurance plan helps customer...  With Aegon Life iTerm Insurance plan, customer...

4 Have known Hirani for yrs, what if MeToo claim...  Speaking about the sexual harassment allegatio...

Data preprocessin to lower case
df['text_lower']|=df[ 'text'].str.lower()
df['headlines_lower_Case']=df['headlines'].str.lower()
dfhead()
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[ ] df.text lower.head()

saurav kant, an alumnus of upgrad and 1iit-b's...
kunal shah's credit card bill payment platform...
new zealand defeated india by & wickets in the...
with aegon life iterm insurance plan, customer...
speaking about the sexual harassment allegatio...
Mame: text_lower, dtype: object

ol e ®

# drop the new column created in last cell
#df.drop(["text_lower"], axis=1, inplace=True)

PUNCT_TO_REMOVE = string.punctuation
def remove_punctuation(text):

"""custom function to remove the punctuation
return text.translate(str.maketrans('"’, "', PUNCT_TO_REMOVE))

df["text_wo_punct"] = df["text"].apply(lambda text: remove_punctuation(text))
df.head()

Remove Stop Words
from nltk.corpus import stopwords

#defining function for tokenization
importre
def tokenization(text_wo_punct):
tokens = re.split('"W+',text_wo_punct)
return tokens
#applying function to the column
df['msg_tokenied']= df'text_ wo_punct'].apply(lambda x: tokenization(x))

STOPWORDS = set(stopwords.words('english'))
def remove_stopwords(text):
"""custom function to remove the stopwords
return " ".join([word for word in str(text).split() if word not in STOPWORDS])

mmn

df["text_wo_stop"] = df["text_wo_punct"].apply(lambda text: remove_stopwords
(text))
dfhead()

STOPWORDS = set(stopwords.words('english'))
def remove_stopwords(text):
"""custom function to remove the stopwords
return " ".join([word for word in str(text).split() if word not in STOPWORDS])

df["text_wo_stop"] = df["text_wo_punct"].apply(lambda text: remove_stopwords
(text))
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dfhead()
from nltk.stem.porter import PorterStemmer

# Drop the two columns
#df.drop(["text_wo_stopfreq", "text_wo_stopfreqrare"], axis=1, inplace=True)

stemmer = PorterStemmer()
def stem_words(text):
return " ".join([stemmer.stem(word) for word in text.split(}])

df["text_stemmed"] = df[ "text_wo_stop"].apply(lambda text: stem_words(text))
df.head()

from nltk.stem.porter import PorterStemmer

#Drop the two columns
df.drop(["headlines_lower_Case", "headlines_stemmed"], axis=1, inplace=True)

stemmer = PorterStemmer()
def stem_words(headlines):
return " ".join([stemmer.stem(word) for word in headlines.split()])

df["headlines_stemmed"] = df["headlines_lower_Case"].apply(lambda headlines:
stem_words(headlines))
df.head()

forlin headlines[:5000]:
token = tokenizer.texts_to_sequences([1])[0]
#  print(token)
foriinrange(1,len(token)):
ngrams_seq=token[:i+1]
sequences.append(ngrams_seq)
foriin sequences:
k=len(i)
if k>maxl:
maxl=k
data= pad_sequences(sequences, maxlen=maxl)
data
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° |:jata= pad_sequences (seguences, maxlen=masxl)

data
array([[ &, @, B, ..., @, 758, 759],
[ & @ @, ..., 758, 759, 76&],
[ ®, @ @ ..., 759, 768, 1],
e
[ &, @, @, ..., 2479, 3, 2486],
[ &, @ @, ..., 3, 2488, 737],
[ 8, @ @, ..., 2488, 737, 87]], dtype=int32)

predictors=data[:,:-1]
predictors

model = Sequential()
model.add(Embedding(input_dim=total_words,output_dim=80,input_length=15
))#input length is 15 not 16 as we have taken the last column for labels for 16-
1=15

model.add(Dropout(0.2))
model.add(Bidirectional(LSTM(units=150,return_sequences=False)))#if return
sequences is false,then it will return a 2-D arrayi,if true then it will return a 3-

D array..

model.add(Dense(total_words,activation="softmax"))

model.summary/()

model.compile(optimizer='adam',loss="categorical_crossentropy',metrics=["acc
uracy'])

history = model.fit(predictors, labels, epochs=100, verbose=1)
accuracy = history.history['accuracy']
epochs = range(len(accuracy))

plt.plot(epochs, accuracy, 'b’, label="Training accuracy')
plt.title('Training accuracy')
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